
EfficientQuant: An Efficient Post-Training Quantization for CNN-Transformer Hybrid Models on Edge Devices
Shaibal Saha, Lanyu Xu

Oakland University
Contact: {shaibalsaha, lxu}@oakland.edu

Motivation
Ø Different Representation of Hybrid Models

Ø Weight and Activation Distribution for Convolutional Block and 
Transformer block 
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Automatic identification of convolutional and transformer 
blocks for quantization?

Can one quantization method handle the diverse 
components of hybrid models?
EfficientQuant: Structure-Aware Quantization

ü Identify blocks: Structure-Aware.
ü Quantize Conv: Uniform Based.
ü Quantize Transformer: Log2 Based.

Experimental Settings

Results

Observation 1: HyQ achieves the highest top-1 accuracy. However, it lacks support 
complex MobileViTv2 variants.

Top-1(%) accuracy of EfficientQuant with PTQ methods on the ImageNet-1K dataset. 

Observation 2: EfficientQuant provides stable accuracy across all MobileViT models, 
with minimal accuracy degradation on larger variants.

Ø Latency

Observation 3: EfficientQuant outperforms Q-HyViT and HyQ in terms of latency on 
RTX 3080 across all MobileViT variants. Unlike HyQ, which is limited to smaller 
models, EfficientQuant scales effectively across the MobileViTv2 variants. 

Edge Devices
(1) RTX 3080
(2) Jetson Nano
(3) AGX Xavier

Ø Experiment Setup
v We used pretrained models from Timm library.
v For calibration dataset, we utilized batch size 32.

Ø Metrics
v Accuracy (Top-1)
v Latency
v Memory

Ø Existing PTQ Methods
v CNN-based

§ EasyQuant
v Transformer-based

§ PTQ4ViT
§ RepQ-ViT

v Hybrid model
§ Q-HyViT
§ HyQ

Ø Accuracy

üEfficientQuant is 3.85× faster 
inference than Q-HyVit.

üEfficientQuant achieves 2.5× 
to 8.7× reduction in latency 
compared to Q-HyViT

Ø Evaluation with Edge Devices
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v Latency

Observation 4: Jetson Nano exhibits 3×–5× higher latency than AGX Xavier and up 
to 63× slower than RTX 3080. 

üComplex MobileViT 
variants exceed 
memory limits

v Memory

üMemory profiling: pynvml 
(RTX 3080), tegrastats 
(AGX Xavier, Jetson 
Nano)

Conclusion
ü Structure-aware PTQ: Automatically identifies blocks; applies uniform (CNN) and 

log₂ (Transformer) quantization.
ü Performance: Up to 8.7× faster inference with minimal accuracy loss.
ü Edge devices: Runs efficiently on RTX 3080, AGX Xavier, and Jetson Nano.

Structure-Aware Block Identification

Uniform distribution
Power-law distribution


