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Motivation

Model Architectures

Experiment Setup
Accelerating Platforms: Dataset: 

o Kitti (PointPillars).
o NuScenes (BevDet).
Metrics: 
o Model Performance

§ Mean Average Precision (mAP)
§ NuScenes Detection Score (NDS)

Observation 3: The quantized BEVDet on the GPU is superior for PDP 
performance. Lower PDP achieved on FPGA for LiDAR encoder and 
detection head.

Power-Delay-Product (PDP)

Observation 4: The quantized image encoder and BEV encoder with a 
detection head perform better on the GPU. The quantized LiDAR 
encoder and its detection head are equally efficient on both the GPU 
and FPGA. 

Results

v BEVDet

o Unique structure of FPGA and GPU.
o Deconstruct the models into modules.
o Offloading modules to FPGA to reduce 

power usage by GPU.

Energy-Delay-Product (EDP)

Power Usage on Heterogeneous Platforms

o Efficiency Measurement Combining Latency & Power
§ Power-Delay-Product (PDP)
§ Energy-Delay-Product (EDP)

Model Performance

Resource Utilization on FPGA

FPGA resource setup: In BEVDet, DPU1 is used for image encoder 
and DPU2 is utilized for BEV encoder with detection head. In 
PointPillars, DPU1 is utilized for LiDAR encoder and DPU2 is used 
for detection head.
Observation 1: Both models utilize ~93% of the available resources.
While detection head consumes more resources than other modules.

v PointPillars

Computational bottleneck on different 
modules

• Main bottlenecks are image, LiDAR 
module and Detection Head 

Future Work
v Evaluate the Fusion module on FPGA.
v Focus on the different hardware communication before 

designing software-hardware multi-modal model.
v Hardware-friendly different ONNX models for each modules.
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The design constraints are Latency, Power, 
Memory, Development tools

Observation 2: For GPU, the Image encoder in BEVDet and LiDAR 
encoder in PointPillars consume more power than the Detection head. 
However, the scenario is the opposite for the FPGA.

Multi-modal model on FPGA

Fuse module on FPGA?


